
CS 280 Algorithmic Game Theory

Ioannis Panageas

L04 Computing NE in two player 
games



For known support

Intro to AGT

Question: Suppose we knew the support of the Nash for both players. Can 

we compute it? 



For known support

Intro to AGT

Question: Suppose we knew the support of the Nash for both players. Can 

we compute it? 

Answer: Yes, via Linear Programming! 



For known support

Intro to AGT

Question: Suppose we knew the support of the Nash for both players. Can 

we compute it? 

Answer: Yes, via Linear Programming! 



For known support

Intro to AGT

Question: Suppose we knew the support of the Nash for both players. Can 

we compute it? 

Answer: Yes, via Linear Programming! 



A trivial algorithm

Intro to AGT

Algorithm: For all index sets 𝑆, 𝑇, check feasibility of 𝐿𝑃 (𝑆, 𝑇). If a 

feasible solution (𝑥, 𝑦) is found, it is a Nash. 



A trivial algorithm

Intro to AGT

Algorithm: For all index sets 𝑆, 𝑇, check feasibility of 𝐿𝑃 (𝑆, 𝑇). If a 

feasible solution (𝑥, 𝑦) is found, it is a Nash. 



Lemke-Howson Algorithm

Intro to AGT

Assumption: Matrices 𝑅, 𝐶 have non-negative entries. No loss of generality,

NE are invariant under shifting.

Basic idea: The Lemke-Howson algorithm maintains a single guess of the 

supports, and in each iteration we change the guess only a little bit. 



Lemke-Howson Algorithm

Intro to AGT

Assumption: Matrices 𝑅, 𝐶 have non-negative entries. No loss of generality,

NE are invariant under shifting.

Basic idea: The Lemke-Howson algorithm maintains a single guess of the 

supports, and in each iteration we change the guess only a little bit. 



Lemke-Howson Algorithm

Intro to AGT

Assumption: Matrices 𝑅, 𝐶 have non-negative entries. No loss of generality,

NE are invariant under shifting.

Basic idea: The Lemke-Howson algorithm maintains a single guess of the 

supports, and in each iteration we change the guess only a little bit. 



Lemke-Howson Algorithm

Intro to AGT

Assumption: Matrices 𝑅, 𝐶 have non-negative entries. No loss of generality,

NE are invariant under shifting.

Basic idea: The Lemke-Howson algorithm maintains a single guess of the 

supports, and in each iteration we change the guess only a little bit. 



Lemke-Howson Algorithm

Intro to AGT



Lemke-Howson Algorithm

Intro to AGT



Lemke-Howson Algorithm

Intro to AGT



Lemke-Howson Algorithm

Intro to AGT



Lemke-Howson Algorithm

Intro to AGT



Lemke-Howson Algorithm

Intro to AGT



Analysis of Lemke-Howson

Intro to AGT



Analysis of Lemke-Howson

Intro to AGT



Analysis of Lemke-Howson

Intro to AGT



Analysis of Lemke-Howson

Intro to AGT



Analysis of Lemke-Howson

Intro to AGT

1. Lemke-Howson algorithm begins at the configuration (0, 0). 

2. (0, 0) has all labels and is therefore an endpoint of a path component.

3. The algorithm will terminate at the other endpoint of the path. 

4. The other point is not (0, 0) and cannot be (𝑥, 0) or 0, 𝑦 .
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Observation: A 𝑘-uniform strategy has support size at most 𝑘.

Remarks: 

This was shown by Lipton, Markakis and Mehta using probabilistic method.

It gives a                  algorithm. It was shown by Rubinstein that this is tight! 


	Slide 1: L04 Computing NE in two player games
	Slide 2: For known support
	Slide 3: For known support
	Slide 4: For known support
	Slide 5: For known support
	Slide 6: A trivial algorithm
	Slide 7: A trivial algorithm
	Slide 8: Lemke-Howson Algorithm
	Slide 9: Lemke-Howson Algorithm
	Slide 10: Lemke-Howson Algorithm
	Slide 11: Lemke-Howson Algorithm
	Slide 12: Lemke-Howson Algorithm
	Slide 13: Lemke-Howson Algorithm
	Slide 14: Lemke-Howson Algorithm
	Slide 15: Lemke-Howson Algorithm
	Slide 16: Lemke-Howson Algorithm
	Slide 17: Lemke-Howson Algorithm
	Slide 18: Analysis of Lemke-Howson
	Slide 19: Analysis of Lemke-Howson
	Slide 20: Analysis of Lemke-Howson
	Slide 21: Analysis of Lemke-Howson
	Slide 22: Analysis of Lemke-Howson
	Slide 23: Analysis of Lemke-Howson
	Slide 24: Other facts
	Slide 25: Other facts
	Slide 26: Other facts
	Slide 27: Other facts
	Slide 28: Approximating a Nash eq.
	Slide 29: Approximating a Nash eq.
	Slide 30: Approximating a Nash eq.

